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Abstract

A challenging domain for dialog systems is their use for the com-
munication with robotic assistants. In contrast to the classical use of
spoken language for information retrieval, on a mobile robot multi-
modal dialogs and the dynamic interaction of the robot system with
its environment have to be considered. In this paper we will present
the dialog system developed for BIRON – the Bielefeld Robot Com-
panion. The system is able to handle multi-modal dialogs by aug-
menting semantic interpretation structures derived from speech with
hypotheses for additional modalities as e.g. speech-accompanying
gestures. The architecture of the system is modular with the dialog
manager being the central component. In order to be aware of the
dynamic behavior of the robot itself, the possible states of the robot
control system are integrated into the dialog model. For flexible use
and easy configuration the communication between the individual
modules as well as the declarative specification of the dialog model
are encoded in XML. We will present example interactions with
BIRON from the “home-tour” scenario defined within the COGN-
IRON project.

1. Introduction
In Human-Computer Interaction (HCI) the ultimate goal of research
is to make the interaction with intelligent devices more “natural”,
i.e. intuitive and easy to use for humans. In human-human commu-
nication spoken language can be considered the most natural and
effective means of communication, though it frequently is comple-
mented by other modalities, e.g. mimic or gesture. Therefore, spo-
ken language dialog systems are applied in many areas of HCI to
achieve a natural communication.

The classical domain of dialogue systems are telephony-based
services. Such systems mainly enable human users to access in-
formation stored in some database by using spoken language only.
During the interaction the dialog system is in complete control of
the information appliance.

A radically different and extremely challenging new domain for
dialog systems is their use in so-called robot companions – mobile
robots serving humans as assistants in private homes and eventually
even as companions during everyday life. The communication with
such complex devices can not be limited to spoken language only
but has to take into account all modalities used in human-human di-
alogs, such as gesture or the expression of emotions. Furthermore,
the robot’s behavior is not only dependent on the communication
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with the user but also on the rather complex interaction of the mo-
bile platform and its environment. Therefore, the dialog system can
not be the central control unit of the robot companion. It will, how-
ever, be the central interfacing component between human users and
the robot control system.

In this paper we will present the design of the dialog manage-
ment system of BIRON – the Bielefeld Robot Companion [1]. It
uses speech as the main modality for communication but is also
able to augment information presented by spoken language with hy-
potheses derived from additional modalities, as e.g. in the case of
speech accompanied by deictic gestures. As the dialog manager
is not the central control unit of BIRON the internal state of the
robot control system is periodically communicated with the dialog
manager. Commands to the robot are derived from multi-modal se-
mantic interpretation structures for dialog acts. Depending on the
current state of the robot control unit the dialog manager can de-
cide early about the possibility to perform actions required by the
user or inform him about the internal state of the robot in case of
communication problems.

The development of BIRON is currently focused on the scenar-
ios defined within the COGNIRON project. One of the key experi-
ments there is the so-called home-tour, where a robot companion is
shown around a user’s private home in order to familiarize it with
this new environment.

In the following sections we will first review some related work
on dialog systems with emphasis on systems used for the interaction
with mobile robots. Then we will in detail describe the design of
the dialog manager developed for BIRON covering the general ar-
chitecture, the dialog model used, and the integration with the robot
control system. In section 4 we will outline the capabilities of the
current dialog model and present an example dialog with BIRON.

2. Related Work
The first generation of dialog systems, and also the majority of dia-
log systems today, only handle speech input since spoken language
is the most important modality in human-human interaction. The
dialog-system presented in [2] is applied to information retrieval
tasks and employs a slot-filling strategy. A slot is an information
item for which a value is required. The dialog system collects infor-
mation from the user by filling slots to reach the dialog goal. This
way, the system is able to support implicit verification of applica-
tion responses, which reduces the duration of the dialog. The dia-
log model developed at AT&T [3] defines states and actions which
is similar to our approach. However it employs a stochastic dia-
log strategy which can automatically be adapted by reinforcement
learning. Also, the slot-filling technique is used to collect informa-
tion for database inquiries as in [2]. The PHILIPS dialog system [4]
is designed, among others, for portability. Therefore, it is appli-
cation independent and based on a modular architecture like our
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Figure 1: The dialog system of BIRON with the interface to the
robot control system

system. For dialog control and speech understanding a definition
language called high-level dialogue description language (HDDL)
is used. With HDDL it is possible to divide the whole dialog into
sub-dialogs, so called HDDL modules. This system is mainly used
in automatic inquiry applications, where only spoken language is
supported.

In the recent years the research of intelligent interfaces has fo-
cused on multi-modal dialog systems. The support of additional
modalities enhances the robustness and the naturalness of the HCI.
A representative of such interfaces is the MASK-kiosk [5]. It can
handle multi-modal travel inquiries in form of spoken language and
pointing on a touch screen. However, this kind of gesture can only
approximate natural gesture used in human-human communication
to a certain degree. In this system both modalities are fused on a
semantic level inside the dialog-manager while in our system the
fusion is achieved by a separate component. A multi-modal user
registration system is presented in [6]. The dialog-manager con-
tains states and actions and is similar to ours. But in this system
the action to be taken does not depend on the state as in our system,
but on the transition. Furthermore, the integration of the speech un-
derstanding and the modality fusion into the dialog-manager differs
from our system. Information collected by different modalities is
fused via a Bayesian network.

At present, only a small number of dialog systems supports in-
telligent human-machine interaction for mobile robots because of
the higher complexity and dynamics of the task and the underly-
ing system. The dialog system developed for an autonomous robot
helicopter within the WITAS project [7] applies a combination of
spoken language and pointing on a map. Its goal directed dialog
strategy is not based on the slot-filing method and dialogs are open
ended. The Hygeiorobot [8] is a mobile robotic assistant for hospi-
tal use. It can fulfill tasks like delivery of medicine or message and
replying of inquiries of information about patients. Its uni-modal di-
alog system is state-based and designed to perform relatively short
dialogs only. CARL is a mobile service robot [9], that is able to
process input in form of spoken language and pointing gestures on a
touch screen. Its system differs from ours in two points: First, their
state-based and event-driven dialog-manager interprets user input
via high-level reasoning. Second, the human-robot communication
is modeled as an exchange of messages.

3. Dialog Manager
In the following, we first present the architecture of the dialog sys-
tem developed for BIRON and then describe the dialog model in
detail. We will close this section by emphasizing our system’s ca-
pability of handling the internal robot states directly.

3.1. System Architecture

In many dialog systems the dialog manager is merged with other
components, e.g. with speech understanding. This can lead to heavy
dependencies of the dialog system on the application. We developed
a modular architecture that separates the dialog management from
speech processing as shown in Figure 1. The dialog manager is
the main component of the dialog system and is also the focus of
this paper. It communicates with other components over well de-
fined interfaces, which use XML-structures for data exchange. This
modular architecture of the dialog system enhances its portability.

The dialog manager receives the result of the semantic analysis
of the speech input from the speech understanding component. In
case that the semantic structure indicates the involvement of other
modalities, the dialog manager will consult the modality integra-
tion component for further information. Consider the following ex-
ample: The user says ”This green cup” while pointing to it. The
semantic structure delivered by the speech understanding contains
anaphora ”this” which indicates a possible involvement of gesture.
The dialog manager then sends a request to the modality integration
component to ask for integration of the semantic structure and the
possible gestural information that can specify which object, in this
case, which green cup, the user meant. Feedback to the user can be
presented by the language generation module.

The dialog manager interprets the user’s commands and sends
them to the robot control system for execution. The robot control
system is an independent component and can only process com-
mands if the current status of the overall system allows it. There-
fore, we implemented the control flow in a bidirectional way: The
dialog manager sends user commands to the robot control and peri-
odically receives messages from the robot control reporting its cur-
rent status. Thus, the robot control system is not under control of
the dialog system, but an equal ”partner” of it.

3.2. Dialog Model

The model of the dialog manager is based on a Finite State Machine
(FSM) that is extended with the ability of recursive activation of
other FSMs and the execution of an action in each state. Actions
that can be taken in certain states are specified in the policy of the
dialog manager.

The implementation of the dialog manager is based on the so-
called slot-filling strategy [2]. A slot is an information item for
which a value is required. The task of the dialog manager is to
fill enough slots to meet the dialog goal, which is defined as a goal
state in the FSM. This can be viewed as a quantization of the seman-
tic content of user’s utterance into the required information items.
Every state of the model is determined by the status of its slots.
The slots can be empty, be filled with an attribute, or have logical
values true or false. The incoming information from the user and
the robot control system fills the slots, which are categorized into
three sections and collected in a so-called dialog frames as shown
in Figure 2. The USER section contains information provided by
the user, the SYSTEM section represents the internal status of the
robot control (see subsection 3.3 for details) and the CONTROL
section contains items for internal use of the dialog manager.

The slot-filling technique alone is not powerful enough to sup-
port the complex interaction scenarios in robot domain [10]. To
overcome this limitation we modeled the dialog in a modular way
by dividing the dialog into sub-dialogs. Each sub-dialog is asso-
ciated with a task and is modeled as a separate FSM. Each FSM
has a goal state which indicates the completion of the current task.
The processing of each sub-dialog can be interrupted by another
sub-dialog, which enables alternated instruction processing. The
interrupted sub-dialog can be resumed later.
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Figure 2: Dialog part with internal actions of the dialog manager and the structure of the dialog frame

The dialog management is event-based. Switching between the
dialog states depends on the status composition of all slots in the
dialog frame. In an ongoing dialog, the dialog manager compares
slots in the newly updated dialog frame with those in the FSM to
find out in which state the current dialog is. According to the spec-
ification of the state-action-association in the policy the appropri-
ate action is executed, e.g., generation of speech output or sending
events to the robot control system. We will illustrate this process
with an example in subsection 3.3.

The dialog model is defined in a declarative definition language
which is encoded in XML. This increases the portability of the dia-
log manager and allows an easier configuration and extension of the
defined dialogs.

3.3. Integration of Internal Robot States

In robot applications it is important for the dialog manager to be
informed about the current status of the sensory-motor system of
the robot. This is often realized via message exchange in a multi-
agent system in other applications [9]. Our approach is to integrate
internal states of the robot control into the dialog model by repre-
senting the states of the robot control as an FSM. In an ongoing
dialog, the current status of the robot control is represented as slots
in the SYSTEM section of the corresponding dialog frame. There-
fore, the dialog manager is permanently ”aware” of the status of the
robot control.

In Figure 2 we demonstrate our approach with an example.
Suppose the robot control system is in PersonAttention status, this
means, that the robot is ready to start communication with the user.
This status is represented as the slot PersonAttention in the SYS-
TEM section in the left dialog frame, its value is set to TRUE. The
user speech input ”I will show you some objects” activates the sub-
dialog ”show” and the result of its comparison with the current dia-

log frame is the state S � . The associated action a � ”send command
’show’ to robot control” is then triggered as specified in the policy.
After receiving this message the robot control system changes its
status from PersonAttention to InteractionAttention which results in
a change in the corresponding slots in the dialog frame’s SYSTEM
section. After the match between this updated dialog frame with the
sub-dialog ”show” the action a � is triggered. The robot generates
the utterance ”OK, I’m ready!”.

The integration of the robot control states into the dialog model
has several advantages. The dialog manager has dynamic knowl-
edge about the abilities of the robot control system and can imme-
diately make the decision if a certain user request can be processed
or not without a transmission to the robot control. This reduces the
reaction time of the robot. Another advantage is that the informa-
tion about the task currently processed by the robot control system
are available for the dialog manager. In case that the user tries to
interrupt the current task the robot can give detailed information
about the robot’s current status. This information can also be used
to maintain the communication during long-term actions, e.g. by
informing the user periodically about the current status of the task.

4. Scenario and Dialogs
Within the COGNIRON project we are currently implementing the
home tour experiment. The central idea of this scenario is that a
robot is delivered at home where the user familiarizes it with the
environment by showing it different rooms and objects. During the
home tour the robot should build internal representations of the en-
vironment and objects.

We have implemented five sub-dialogs for this scenario: (1)
Greeting: the user logs into the system with common greeting
phrases like “Hello”. The dialog manager sends the command “reg-
ister” to the robot control system that changes its status from Per-



sonAlertness to PersonAttention. The robot then registers the user as
an active communication partner and centers its focus on the user.
(2) Parting: the user logs out of the system with common parting
phrases like “Goodbye”. The corresponding dialog manager com-
mand is “checkout” and the status of the robot control system is set
back from PersonAttention to PersonAlertness. The robot returns
to its standby mode. (3) Person following: the user can activate
this function by saying “Please follow me”. The dialog manager’s
command “follow” results in a status transition of the robot control
system from PersonAttention to PersonFollow and the robot starts
to follow the user. (4) Initiating gesture detection1: gesture detec-
tion can be triggered by user commands like ”Look” or ”I will show
you some objects”, which activate the dialog manager’s command
”show”. This command changes the status of the robot control
system from PersonAttention to InteractionAttention and the robot
turns its camera to the direction of the user’s hand. (5) Initiating
object detection: The robot looks for the corresponding object in its
current camera view if the user says, e.g., ”This is a TV set”. This
process is initiated by the dialog manager’s command ”describe”
and the following status transition of the robot control system from
InteractionAttention to ObjectAttention.

In the following we illustrate the described procedures with a
dialog example. (U: User; R: Robot, DM: dialog manager, RC:
robot control)

U: Hello BIRON!
(DM: register, RC: PersonAlertness � PersonAttention)

R: Hello, what can I do for you?
U: Please follow me.

(DM: follow, RC: PersonAttention � PersonFollow)

R: OK, I’m following.
U: I will show you some objects.

(DM: show, RC: PersonAttention � InteractionAttention)

R: OK, I’m ready.
U: This is my TV set.

(DM: describe, RC: InteractionAttention � ObjectAttention)

R: OK, I can see it.
U: Thank you, BIRON, Good-bye.

(DM: checkout, RC: ObjectAttention � PersonAlertness)

R: Bye-bye.

As shown above, our system design can help to ensure smooth
cooperation between the dialog manager and the robot control sys-
tem and thus improve the robot’s performance as a whole.

5. Conclusion
In this paper we presented the dialog system developed for the mo-
bile robot BIRON. It assumes that speech is the main modality used
for communication. However, the system is able to augment the
semantic representations derived from user utterances by hypothe-
ses for additional modalities as e.g. speech-accompanying gestures.
The central component of the system is the dialog manager which
communicates with its supporting modules via well defined inter-
faces using XML-encoded data structures. XML is also used for the
declarative definition of the dialog model. As the dialog manager
is not the central control unit of BIRON the internal states of the
robot control system are periodically communicated and integrated
into the current configuration of the dialog. In the current imple-

1Currently, the gesture detection is not yet integrated in our system.

mentation a dialog model for the so-called “home-tour” scenario is
defined2.
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