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ABSTRACT
In this paper, we describe our approach on hand detection
in cluttered images using scale invariant features. We claim
that, while modelling hands as a whole is bound to fail
because of their strongly articulated nature, treating them
as a collection of weakly connected characteristic regions
seems promising. Different approaches to finding and ro-
bustly modelling such regions - or local object descriptors
- invariantly to scale and orientation of the object in ques-
tion have been proposed. As an example, we demonstrate
our approach using the well-known scale-invariant feature
transform (SIFT), combined with a region-based postpro-
cessing to eliminate false positives. We present detailed
results on a large set of images from a realistic interaction
scenario with a smart room.
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1 Introduction

Our research is focused on the fields of pattern recogni-
tion and multi-modal Human-Machine Interaction (HMI).
As an integration scenario, we are developing an ”Intelli-
gent House” – the FINCA (Flexible Intelligent Environ-
ment with Computational Augmentation) [1] – which is
equipped with different types of sensors, including active
pan-tilt zoom cameras and microphones. Furthermore, the
integration of programmable actors (e.g. for lighting and
sun-blinds) in the system architecture enables us to con-
trol different features of the house via software. Control
of these features by the users should take place naturally
and intuitively, i.e. using speech and gestures. So, we are
particularly interested in gesture-based interaction.

Since gestures are mostly defined by hand/arm poses
and motions, a fundamental prerequisite to gesture recog-
nition is the robust detection of hands in images. Hands are
strongly articulated objects, and therefore, pure model- or
appearance-based approaches, taking into account the ob-
ject as a whole, are not well-suited for this task. Instead,
we aim to describe hands as a collection of characteristic
regions – or parts – making the detection robust against ar-

ticulations and occlusions. In this paper, we describe our
approach using a scale-invariant salient feature detector.

The remainder of this paper is organized as follows:
First, we present related work and outline the considera-
tions that lead us to our approach, which we describe in
Section 3. Section 4 gives an overview of the data and ex-
perimental setup we used for deriving the evaluation results
presented in Section 5. We conclude with a summary and
an outlook on future work.

2 Related Work

Vision-based gesture recognition has attracted a lot of at-
tention in recent years. Therefore, a great number of dif-
ferent approaches to hand and limb detection exist. A
straightforward and simple approach that is often utilized
(e.g. [2],[3],[4]) is to look for skin-colored regions in the
image. Although very popular, this has some drawbacks.
First, skin color detection is very sensitive to lighting con-
ditions. While practicable and efficient methods exist for
skin color detection under controlled (and known) illumi-
nation, the problem of learning a flexible skin model and
adapting it over time is challenging. Secondly, obviously
this only works if we assume that no other skin-like objects
are present in the scene (or that these objects can easily
be identified and rejected). So, although skin-color detec-
tion is a feasible and fast approach given strictly controlled
working environments, it is difficult to employ it robustly
on realistic scenes.

Generally, approaches that model an object by its
shape, boundaries or general appearance (e.g. the well-
known appearance-based object detector of Viola and Jones
[5] or Cootes’ and Taylor’s Active Appearance Models [6])
do not seem well suited for our task. Hands are complex
objects having many degrees of freedom in rotation and de-
formation, thus showing a large variety of shapes. Describ-
ing the appearance of a hand with a single, flexible model
would result in a model too general for reliable detection.
On the other hand, using distinct models for different hand
postures would result in a huge model database. We could
reduce the complexity of the problem by only looking for
a reduced set of predefined hand postures – which is often
done in the field of gestural control (see e.g. [3],[7]) – but



this would seriously limit the ”naturalness” of our interface.
Recently, there has been increased interest in ap-

proaches working with local invariant features. The idea
behind is that, if it is possible to identify characteristic
points or regions on objects, an object can be represented
as assembly of these regions, i.e. rather than modelling the
object as a whole, one models it as a collection of charac-
teristic parts (and maybe their spatial relationship). This
has the advantage that partial occlusions of an object can
be handled easily, as well as considerable deformations or
changes in viewpoint. As long as a sufficient number of
characteristic regions can be identified, the object may still
be found. Therefore, these approaches seem rather promis-
ing for the task of hand detection.

In order to reliably find such characteristic regions in
realistic scenes, we need keypoint detectors and local re-
gion descriptors (i.e local features) that are invariant topo-
sition, scale and rotation of the object they describe. Fur-
thermore, they should be (at least to some degree) invariant
against affine distortions and illumination changes. Sev-
eral approaches for keypoint detection and local feature ex-
traction have been proposed, the best-known being proba-
bly the Harris corner detector [8] - which, however, is not
scale invariant. More recent approaches which are invari-
ant to scale and rotation include the salient regions detector
of Kadir and Brady [9], the Speeded Up Robust Features
(SURF) proposed by Bayet al. [10], and Lowe’s Scale
Invariant Feature Transform (SIFT) [11].

3 Our approach

We are interested in detecting hands in realistic scenes us-
ing scale-invariant local region features. These features-
or descriptors - are extracted automatically from the input
images using a salient key point detection method, and then
matched against a large database of example descriptors us-
ing enhanced nearest-neighbor (NN) matching. Since we
expect this approach to yield a large number of false posi-
tives (which is verified by our experiments), we develop a
candidate filtering algorithm based on local neighborhoods
that discards a considerable number of false matches.

Feature extraction: Among several possible meth-
ods for the extraction of region descriptors, in this paper
we concentrate on the SIFT approach for several reasons.
First, it is well-known, and its potential has been shown by
its successful application in different fields (e.g. rigid ob-
ject recognition [11], camera calibration and scene recon-
struction [12] and localization [13]). Then, it is a staged ap-
proach that renders the possibility to modify - or exchange
- different stages according to the task at hand. It also is
efficient and has potential for considerable speedup.

The first stage of SIFT is the detection of salient key-
points. For this purpose, a Gaussian Scale Space of the
input image is constructed. Keypoints are detected as lo-
cal extrema of Difference-of-Gaussian (DoG) filters in this
scale space.

In the next stage, the keypoints are sub-pixel inter-
polated. Points showing low contrast or being located on
edges are discarded, for they are not stable.

Then, each keypoint is assigned a scale (depending
on the level of the scale space pyramid it was detected in)
and an orientation (according to the principal orientations
of gradients in a region around the keypoint).

The final step is the calculation of the local image de-
scriptor, which is a smoothed histogram of gradient ori-
entations and magnitudes of the local image region. In
Lowe’s original implementation, the descriptor is a 128-
dimensional feature vector (see [11] for details). We use
a MATLAB/C implementation of the SIFT algorithm pro-
vided by Andrea Vedaldi [14].

Matching: Given an image of the object, we now
have a number of SIFT features describing it. Since we
want to detect hands in different configurations, we build
a database containing descriptors extracted from many dif-
ferent hand images (see section 4 for details on the data).
The task is now to search for key points in the input images
and – based on the saved descriptors in the database – de-
cide whether they are located on hands. Following Lowe’s
proposal for object recognition, we implement an enhanced
NN matching algorithm: Given a feature point that is to be
classified, we search the nearest neighbor and the second
nearest neighbor that is known to come from a different ob-
ject. In our application, we have a two-class problem (hand
vs. background), so this means we also build a database of
SIFT descriptors from background images. The classifica-
tion scoresclass is the ratio of the two respective distances
dpos anddneg to the nearest neighbors in both databases.
By thresholding this score, we classify the descriptors as
hand or background.

Candidate filtering: Unfortunately, this simple
matching scheme yields a large number of false positives.
To reduce this number, we make the assumption that, typ-
ically, there will be multiple key points found on hands of
which several will be classified as positives, whereas most
false positives will be surrounded by negatives. So, to fur-
ther evaluate each candidate key point labeled as positive
by the NN matching, we implement a hysteresis-like rejec-
tion criterion based on local neighborhoods.

The first step is to determine a list of keypoints spa-
tially connected with the candidate point in question. We
then evaluate points based on the total number of positive
candidates in their respective list (thresholdnpos,min), the
ratio between positives and negatives (thresholdfmin), and
the number of positivesm they are connected to. The de-
tailed algorithm is shown in Fig. 1. We implemented three
different approaches for determination of the keypoint list
that is used as input for the algorithm: Circular regions of
fixed size, the center being the candidate that should be
evaluated, circular regions with sizes proportional to the
scaleσ of the candidate, and taking then spatially near-
est neighbors. Results for all three approaches will be pre-
sented in the next section.



Figure 2. Some typical examples of camera images used for thepresented approach.

for all keypointsk1...kn labeled as positivesdo
list = getKeypointList(ki)
count positivesnpos and negativesnneg in list

if (npos ≥ npos,min)&(
npos

nneg
≥ fmin) then

acceptki as true positive.
else if(npos < npos,min)&(

npos

nneg
< fmin) then

rejectki

else
find them keypointsl1...lm closest toki

if l1...lm are all true positivesthen
acceptki as true positive

else
rejectki

end if
end if

end for
function getKeypointList(candidate):

a)list = all points in circular region aroundcandidate

with r = σ · c, c = const, σ = candidate scale
b) list = all point in circular region aroundcandidate

with r = c, c = const

c) list = n spatially closest points tocandidate

return list

Figure 1. Outline of the hysteresis-like candidate filtering
algorithm.

4 Datasets

For training and testing, we recorded a dataset of 466 color
images with PAL resolution. The set was recorded inside
our intelligent house over different days and under varying
lighting conditions. It contains images of 4 different per-
sons wandering around inside our smart conference room
and gesticulating. Note that we did not constrain the type of
poses or gesticulations performed, that the persons appear
in different distances to the cameras, and that they were al-
lowed to move around freely in the camera’s field of view.
Fig. 2 shows some example images.

These images were segmented into hand and non-
hand parts manually, where a small region around the
perimeter of hands is also labelled as belonging to the hand
to account for SIFT descriptors that describe typical hand
regions, but lie outside the actual skin area. From this set,
145 images were randomly selected for testing. The re-

maining 321 images were taken for training of our classi-
fier. The final database contains 200 000 SIFT descriptors
for the background, and 8 700 for the foreground (i.e. the
hands).

5 Experimental results

The ROC curve for NN matching using the full database
of training examples is shown in Fig. 3, the variational
parameter being the thresholdtclass on the distance ratio
sclass. It can be seen that, generally, the simple NN match-
ing approach already yields satisfactory results. To get a
high number of true positives, we allow for the accepted
points to have a distance ratiosclass > 1.0, which means
they are in fact more similar to some of the background
examples. The point marked in Fig. 3 with 90% true pos-
itives1 and 6.8% false positives corresponds to a threshold
of 1.7. Due to the large number of key points that are iden-
tified by SIFT (typically 800-1600 per image), this results
in a large number of false positives which typically lie on
foreground objects (e.g. the person’s body) not represented
in the database. However, a considerable number of these
will be discarded by our filtering algorithm.

1We assume that, for our application, a true positive rate lower than 85
to 90% will not be sufficient.

Figure 3. ROC curve for NN matching using complete
training database.



Figure 4. ROC curves for scale-dependent region-based
filtering variatingnpos,min. Top: c = 10. Bottom:c = 14.

We now focus on the evaluation of our rejection cri-
terion to reduce the number of false positives. In the fol-
lowing experiments, we evaluate the influence of the three
parametersnpos,min, fmin andm using different classifi-
cation thresholds for the NN matching stagetclass and sev-
eral region sizes. Because of space limitations, we can only
show representative examples of our results.

Region-based filtering with scale-dependent re-
gion sizes:Since the SIFT procedure attaches to each key-
point the scale on which it was detected (which implicitly
corresponds to the size of the object it describes), it seems
natural to take the scale parameter as a hint for appropriate
region size. Letσi be the scale parameter of keypointki.
We construct a circular region with radiusc · σi, wherec

is a constant, and determine the input list for the filtering
algorithm from Fig. 1 from all keypoints inside that region.

Fig. 4 shows the ROC curves for two different val-
ues ofc and different initial classification thresholdstclass,
with the variational parameter being the required number
of positive candidates in the regionnpos,min, ranging from
0 to 15. Note that the curves are scaled, since they start at
the point defined by NN matching with thresholdtclass.

As can be seen, the classification performance can be
improved compared to the original NN matching (the dot-
ted line). Good values for the initial classification threshold
lie between 2.0 and 2.5. The same holds for the parameter
fmin. The ROC curves forfmin ranging from 0 to 10 for a
region radius of10 · σ are shown in Fig. 5.

Figure 5. ROC curves for scale-dependent region-based
filtering variatingfmin. Region radius used here is10 · σ.

Region-based filtering with fixed region sizes:The
second approach we investigated uses circular regions of
fixed sizes to determine the input list for our algorithm.
Since the region size is not adjusted according to key point
scale, this approach assumes that the sizes of the hands do
not vary too strong in the input images. Fig. 6 shows the
ROC curves for a region radius of 15 pixels when variating
npos,min (top) andfmin (bottom).

There seems to be no negative effect using the fixed
region size compared to the scale-dependent approach. In
fact, the results are better. The room the images were
recorded in is quite small, and so the assumption that hand
sizes do not vary strongly holds for most cases. Given a
different scenario, a negative effect should be expected, but
this is still to be investigated.

Filtering based on k nearest neighbors: Our last
variant for candidate filtering does not use explicit regions,
instead we generate the input list using thek spatially clos-
est key points to the candidate. Fig. 7 shows the ROC
curves for this approach. The results are slighly better than
for the other 2 methods since we do not make assumptions
on appropriate region sizes, but evaluate the same number
of neighboring points for each candidate.

Second stage of filtering: The parameterm: Hav-
ing evaluated the first stage of our candidate filtering algo-
rithm with all three approaches for defining the local neigh-
borhood which is used to ”judge” the candidate key point,
we can state that all three approaches work, in the sense
that they considerably reduce the number of false positives
while retaining a high true positive rate. Since there are no
substantial differences in behavior, we will not favor one
particular approach, but keep evaluating the second filter-
ing stage for all three of them.

Above, we stated that we implemented a ”hysteresis-
like” rejection criterion. Looking again at the algorithm
from Fig. 1, we see that the criteria evaluated so far – the
minimum required number of positivesnpos,min and the
minimum ratio of positives and negativesfmin – both be-
long to the first stage and are applied simultaneously. How-
ever, failing one of them is not sufficient to reject a candi-



Figure 6. ROC curves for fixed-region based filtering. Top:
Variating npos,min. Bottom: Variatingfmin. The region
radius used here is 15.

date key point. Instead, we only reject key points that fail
on both conditions, and we only accept those that satisfy
both. The remaining, which pass one criterion, but fail on
the other, are further evaluated in a second stage.

Here, we look at them spatially closest neighbors of
the candidate point. We only accept it as true positive ifall
m neighbors are true positives, which means they must all
have passed both conditions in the first stage. Settingm

to a high value will eliminate ”isolated” positives, but will
also tend to discard key points at the margins of positive
clusters. Figure 8 shows the ROC curves for different pa-
rameter combinations, variatingm from 0 to 10. The plot
has been scaled for better recognizability. Note that these
curves have two fixed ends that are defined by the outcome
of the first filtering stage: The starting point corresponds to
the complete set of candidates that passed one of the two
initial conditions, the end point to the number of candi-
dates that passed both conditions. It can be seen that this
is a pretty strong criterion, since for all values ofm > 0,
a certain portion of true positives is rejected. However, the
effect on false positives is stronger. Since most false posi-
tives are already rejected form = 1, and higher values for
m will only discard more true positives, we will only take
into consideration values of 1 and 2 form for the evaluation
of our complete system.

Evaluation of the complete system:Table 1 shows
the results of a few example runs using parameter sets that

Figure 7. ROC curves for candidate filtering using 16 near-
est neighbors. Top: Variatingnpos,min. Bottom: Variating
fmin.

seem reasonable based on our evaluation results of the dif-
ferent stages. For almost all parameter combinations, our
filtering approach achieves a substantial reduction of the
number of false positives while retaining true positive rates
only slightly lower than in the initial NN matching stage.
The best combinations reduce the number of false positives
by one half, while only dropping around 5% of the true pos-
itives. This is an acceptable tradeoff, since our required rate
of approximately 90% true positives can still be achieved in
most cases.

Of our proposed variants for local neighborhood cal-
culation, k nearest neighbors performs best. Looking at
entry 5 in Table 1 and comparing with the ”working point”
marked for the straightforward NN matching scheme in
Fig. 3, we see that for an equal true positive rate, the false
positive rate is reduced by approximately 36% – which cor-
responds to more than 30 false detections per image for our
test set. So, our candidate filtering algorithm improves the
quality of our hand detection approach considerably.

6 Conclusion and Outlook

We presented an approach to hand detection using SIFT as
one variant of a scale-invariant region descriptor. To re-
duce the number of false positives, we successfully utilised
a two-stage, hysteresis-like filtering algorithm. Our results
on a large set of images from a realistic indoor scene show



Figure 8. ROC curves for candidate filtering variatingm

with different parameter sets. NN16: 16 nearest neighbors.
R15: fixed region size 15. RS10: region size10 · σ.

that this approach is very promising. However, so far it is
not suitable for real-time applications, mainly due to the
nearest-neighbor matching on a large descriptor database.
We will investigate methods for database size reduction and
accelleration of the matching scheme, as well as different
classification approaches, in our future work.

Another issue concerns the features used: The SIFT
descriptors are specifically designed for the tasks of image
registration and rigid object detection, and therefore con-
centrate on finding local grey value distributions that are
nearly identical to the ones extracted from the training im-
ages. They seem to lack the ability to cope with smooth
deformations of strongly articulated objects, i.e. they do
not generalize well. So, while the keypoint detection stage
works fine – several characteristic points on hands are de-
tected in almost all images – we will investigate different
approaches for local feature representation. To conclude,
our framework does not rely on SIFT being the feature
extraction routine. Thus, any salient keypoint detection
and representation scheme may be integrated easily, which
makes the approach attractive for related applications.
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