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ABSTRACT
This research paper deals with our effort of creation and
recognition of isolated Lampung characters, a script origi-
nated from Indonesia. The aim is to describe this new script
with all its peculiarities, propose a labeling scheme to manage
a large isolated character dataset and finally a recognition
scheme based on water reservoir concept. The Lampung
script originally descending from Brahmi script is used in
Lampung Province and it is close to extinction if no such
initiative as ours will direct the focus to this cultural heritage.
The collected dataset contains isolated characters coming
from fairy tales transcriptions and were annotated with a
semi-automatic labeling method using a limited human effort.
Our attention is focused not only on the database collection
but on recognition as well. For this purpose a water reservoir
based feature set is proposed exploiting the different cavi-
ties and the subsequent measures of the character shapes.
The experimental results (94.27%) prove the efficiency of the
method considering a brand new script and feature set.

Keywords
Lampung script, handwritten character recognition, semi-
automatic labeling, character database, water reservoir fea-
tures

1. MOTIVATION
The Lampung script is one of the few scripts belonging to

Indonesia. The script has an old-fashioned name ”kaganga”
as well. The later comes from the name of the 3 first letters,
”ka”, ”ga”, and ”nga”, respectively. Since a long time ago,
this script has become a cultural heritage of the Lampung
Province. Many ancient documents have been found, some
exposed in the local museums, while some others are with
international museums worldwide. However, community
awareness of having this script is minimalistic. The script
is considered rather an ornament with less application on
writing. This lamentable situation will not help to preserve
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Figure 1: A filled form of Lampung document

this ancient script. If this condition remains unchanged, the
heritage will eventually disappear in the future.

In this context, we consider that Lampung script is feasible
for research in the area of handwriting recognition. However,
it is hard to carry out research since in our best knowledge,
there is no prior knowledge or databases available to support
research on this Indic related script.

This research paper is one endeavor to trigger a larger
focus and attention toward the script as well to try retaining
the script from its extinction. Furthermore, our research aim
is to generate a new character database for Lampung with
similar objectives as mentioned in [1, 13]. We completely la-
beled the handwritten separated Lampung character dataset
considering our semi-automatic labeling strategy proposed
to label large character datasets involving minimal human
efforts [23].



Even more, we provide not just a possible new benchmark
dataset to the handwriting community, but we also report
some recognition scores and compare our achievements with
the preliminary results reported in [23].

2. LAMPUNG SCRIPT
In the upcoming section a brief description of the script

will be given w.r.t. the historical evolution of the script,
the alphabet and the specificities of this historic Indonesian
script.

2.1 Brief History
The Lampung script was inherited from the ancient script

used in South India, originated from the family of the Brahmi
script. More precisely, the script descended of Devnagari
script [3]. Indic script was not the only script that influenced
the Lampung, but Arabic structure also contributed to the
development of the Lampung, especially in the usage of
diacritics. Similar to Arabic writing system, the Lampung
has diacritics which can be combined with the main alphabet.
However, not only on the top and bottom, but the script also
has diacritics located on the right of the main characters.

The origin of the script is the only historical information
about the Lampung. There is no road map about the exact
period of when and how the script started and spread in
Lampung Province. It is hard to find relevant information or
documents concerning this milestone. The only evidences are
some authentic ancient documents written in the Lampung
available in Indonesia and several foreign countries. Some of
them belong to and are stored by Lampung natives. While
others are collection of the Province Museum of Ruwa Jurai
in Bandar Lampung, the National Library in Jakarta, the
University of Leiden in The Netherlands, the School of Ori-
ental and African Studies in London and one document is
with the National Library of India [19].

2.2 The Lampung Alphabet
Over the centuries the ancient Lampung script has evolved

from its descender, the Devnagari script. This evolution
process has changed the script to some extent until the
recent shape. The current script is much simpler than the
ancient one.

The old Lampung script consisted of 19 letters, while the
recent script has one letter more. Each letter consists of one
piece of symbol except two of them, the ra and gha (see Fig.
2), which both have a counterpart symbol forming one letter
shape. Some letters contain one or two zigzags, while others
have more complex structures. In addition, some of them
have a straight line connected to the zigzags. The stroke
of each single letter leads to the upper right side, so that
the letter does not seem to stand in an upright but instead
dictating slightly to the northeast direction. All of those
main letters are called ”kelabai sughat” and are depicted in
Fig. 2.

The writers could compose a word by using one or more of
these letters. One syllable in a word can be constructed by a
letter with one or more diacritics. In some cases, a syllable
can independently be composed by a letter without using
any diacritics.

2.3 Diacritics
Diacritics in Lampung are placed around the letters. The

placement of this position is intended to make a particular

Figure 2: The Lampung alphabet

syllable pronunciation which modifies the sound of its main
letters. In one syllable, it could also be possible having more
than one diacritic around the letter.

As explained previously, the diacritics around the letter
could be placed on one of three possible positions. Thus,
based on their position the diacritics are grouped into 3 types.
They are 6 diacritics on the top, 3 on the bottom, and 2 on
the right side of the letter (see Fig. 3).

Figure 3: Diacritics in Lampung Script

The diacritic on some documents can be distinguished
in a certain appearance and style. There are people who
write the vertical diacritic as it is, whereas some people make
this mark as right slanted line. Other variations are also to
be found for the diacritics of the half circle shape. Some
people create this diacritic which has angular side instead
of warping segment. Such variations usually depend on the
person writing the document.

As shown in Fig. 3, the Lampung script has in total 11
diacritics, and each of this diacritic has its own name. Their
size are smaller, around one tenth of the letter. All of these
diacritics are called ”benah sughat”.

2.4 Punctuation Marks
In writing, some punctuation marks exist as a part of

Lampung’s writing system. The role of the punctuation
marks as in other writing systems is to facilitate the reader
of a proper interpretation of the written sentences. Fig. 4
shows the symbol of punctuation marks in the Lampung.

Figure 4: Punctuation marks in Lampung script

Among of those marks, two marks are frequently used,
the nengen and the beradu marks [19]. The nengen mark is
always employed after a single letter to create one ”closed
syllable” sound, and it can not act unaccompanied. The
beradu mark is a circle mark to end a sentence as a full stop



symbol. The rest of other marks i.e. the kuma (comma), the
ngulih (question mark) and tanda seru (exclamation mark)
are still used in handwritten documents, based on their
necessity, but they are not used as frequently as nengen and
beradu. In contrary, the ngemula mark, a unique punctuation
mark for starting a sentence, is hardly found in any texts
or manuscripts. There is no explanation why the writers
neglected this mark in their writing.

3. RELATED WORK
In the past decade, many research initiatives aimed to

create isolated handwritten character data collections for
different scripts like, Persian [12, 13], Arabic [8], and Indic
scripts, like Bangla [11], Devnagari and Oriya [1].

These researches initiated proper and large scale databases
that could be re-used by other researchers. Using the same
dataset, some researches reported with their results for vari-
ous aspects on handwriting research subjects. The compar-
ative analysis among them enabled many approaches to be
improved over the time.

The increasing interest on database development has ad-
vocated other specific scripts [4] to be investigated as a new
challenge in the area of document analysis and recognition.
For a newly introduced script, a new dataset is a mandatory
ingredient for further research.

Preparing a dataset is an important phase in building such
database. Its availability is essential in handwriting research.
One of the hard tasks in dataset design besides collecting the
handwritten documents, is the accurate labeling. This task
can be accomplished either by manual labeling or a semi-
automatic strategy [23]. Up to now, to our best knowledge, no
method is offering a fully automatic labeling solution. Thus,
most of the work on labeling was still performed manually
[1, 8, 13] involving human experts which is a tedious and
costly work. However, this is far from an efficient ground
truth processing criteria as declared by Stamatopoulos et al.
[21].

Once the dataset is ready, it is still immature but po-
tential to be a standard database research. The database
itself provides coherent research data which will encourage
comprehensive research leading to comparable results. The
improvement can be achieved in different research point of
view by a larger research community. Researchers world-
wide can apply their methods toward this dataset, producing
results or improving the existing ones, and update the bench-
marks. This is the way how a representative dataset play an
important role to accelerate the benchmark.

In separated character recognition different strategies have
been considered to extract features for the different type of
recognizers [9]. While LeCun et al. [8] considered as input the
raw image in the LeNet5, the so-called convolutional neural
network, some others have used statistical and structural
features [10] to describe the different character shapes. Liu
and Suen [9] considered local stroke orientation/direction to
recognize Arabic and Farsi digits.

The water reservoir concept is relatively new in handwrit-
ing research. In early usage, it was introduced to segment
touching numerals [15]. If two numeral are connected to
each other, they would create large cavities in between. The
idea was to interpret the different cavities as water reser-
voirs. Pouring water from top or bottom in these reservoirs,
measuring the height and width of the different reservoirs
can describe structurally the connected shape. This research

reported success for segmentation of touching numerals of
French bank checks, obtaining 94.8% for separation.

A similar segmentation task was reported in [16] to separate
touching characters in a Bangla word recognition scenario.
In [18], the approach was applied for pre-segmentation of
multi-script strings written in English, Hindi, and Bangla.
The approach was also applicable to compose the features
for orientation detection of 11 major Indian scripts [2]. In
[20] the authors used the water reservoirs to compute text
line height estimations.

A first attempt in considering water reservoir type features
has been described in [17], where Pal et al. considered a
recognition scheme for isolated Malayalam handwritten nu-
merals. The reported results for the rather small dataset
were very promising, but the authors combined water reser-
voir type features with other features like loops, profiles and
contour using a decision tree for classification purpose. Such
a binary decision tree implies specific knowledge from the
analyzed digits, hence the method can not be reused in simi-
lar scenarios, because other type of rules, specific to the data
have to be established first.

In this paper we concentrate on describing in detail the data
collection effort, the labeling process using a semi-automatic
tool to initially label the data involving minimal human
effort, and, finally the use of the water reservoir concept for
recognizing handwritten isolated Lampung characters in a
connectionist framework.

4. LAMPUNG CHARACTER DATASET
In order to completely understand such a data collection

initiative, a brief description of the whole process is given in
the upcoming sections.

4.1 Data Collection
The number of contributors participating in data collection

is 82 writers. The contributors are students of a senior high
school in Bandar Lampung, Lampung Province, Indonesia.
They are the 10th and 11th grade students that are 16 years
old in average and have an adequate education to fulfill the
task of writing text in Lampung. The contributors were
instructed to write portions of text from fairy tales by filling
in forms as the one shown in Fig. 1. To preserve the variation
in data, each contributor was requested to do a transcription
only once. Similar to that purpose, the same page of the tales
was written at most by two contributors. This collecting
strategy aims at producing a high variability in the textual
content of the acquired document samples.

4.2 Data Acquisition
Each handwritten document coming from the different

contributors was digitized at 300 dpi using a Canon MP160
scanner. Most of the contributors were lacking the awareness
of keeping the forms carefully and wisely before submission.
Hence, a small number of the scanned image data contain
unwanted image objects due to folding, dirty spots, erroneous
writings, etc. Some folding effects can be spotted in Fig. 5.

All digital images coming from scanning process were saved
in color JPG format. Each of those images were manually
cropped to acquire the writing part and get rid of contribu-
tor profile and information texts residing at the top and the
bottom of each form filled by the writers (see Fig. 1 and 5).



Figure 5: A folded document containing artifacts

4.3 Data Preprocessing and Filtering
Each cropped document was preprocessed in the same way.

First, the raw image data was converted into a binary image
using Niblack’s algorithm with local threshold [14]. The con-
nected components (CC) were extracted from those images
and some CC measures were recorded. A simple calcula-
tion was derived from all connected component attributes to
set up three filtering parameters i.e. size, aspect ratio and
pixel density [24]. Since each document page of the dataset
is unique, a document wise estimation was considered to
estimate the parameter closest to actual value of the data.

These parameters were applied to perform a fully auto-
matic filtering among all CCs so that that noises are elim-
inated. For the purpose of identifying only the Lampung
letters (see Fig. 5), this preliminary research assumed dia-
critics and punctuation marks as being noises, thus to be
removed. Both small and large CCs were discarded based
on a threshold calculated on the average CC size.

The aspect ratio was not computed from a document
based processing, but it was determined straightforward
by a specific value. Therefore, the lower bound and upper
bound of the aspect ratio parameters were set to 0.5 and
4.0, respectively. Both parameter values could exclude the
noise, which were like a long vertical line if its ratio was less
than 0.5 or a long horizontal line if its ratio was greater than
4.0. Such filter was useful to discard artifacts coming from
folding, etc.

There were also possibilities the CCs with normal large
area to be considered as a noise. For example, CCs with
either less or too much black pixels will likely be noise rather
than character candidates. To handle those, we filtered them
using a document based threshold, calculated from the pixel
average density.

The outcome of the filtering produced CCs with different
dimensions w.r.t. height and width., Finally, the different
CCs were mapped to 20x20 size images by applying a linear
normalization. This normalized image size can be explained
also by the fact that the labeling process (see Section 5) uses
the original image to derive some cluster labels.

4.4 Data Statistics
To give a general overview, we noted some important

information about the collected data. We summarized them
in the Table. 1.

Table 1: Statistics summary of the data
Stat. Parameters Attributes
Male Contributors 20 persons
Female Contributors 62 persons
Number of page samples 82 pages
Total number of words 11,722
Total extracted CCs 35,193
Average CCs/Page 429
Collection Period December 2010

5. SEMI-AUTOMATIC CHARACTER
LABELING

For large character data sets the manual labeling is a
costly and time consuming process involving multiple human
experts to crosscheck the different labels. As stated by
Stamatopulous et al. [21] the efficient ground truth for
document image processing should be a ”quick and low cost”
solution.

In our previous work [23] such a semi automatic labeling
strategy is described involving minimal human interaction.
The scope of this paper is not to label the data, but using the
labels to recognize the different Lampung characters. In the
upcoming paragraphs just a brief description of the method
is given, for further details, please refer to [23].

The labeling process is built upon three major steps. First
the data, namely the Lampung characters, should be repre-
sented differently in order to exploit further their separability
on different data abstraction levels. For this purpose the
normalized and centered raw image, the PCA (Principal
Component Analysis) reduced subspace and finally another,
more sophisticated data dimensionality reduction method,
based on so-called autoencoder network, proposed by Hin-
ton et al. [5] were considered to generate different data
abstraction levels.

Second, the different data representations should be clus-
tered. For the raw image, the PCA subspace representation
and for the autoencoder based data reduction the same
unsupervised clustering method was deployed, namely the
generalized Lloyd algorithm. The number of partitions to
be considered is controlled by a parameter k. The bigger k
is the more clusters are generated which then are labeled
by the human experts. However, instead of labeling all the
samples from each partition, the human expert labels only
the centroids of each cluster and the rest of the samples
inherit the label of its centroid. For the three different data
abstractions this implies 3k labeling operations. For the
current Lampung character dataset or MNIST handwritten
digits [8, 23] such labeling procedure will not imply more
than a few hundreds of labeling operations.

The last step in the labeling process is to infer in a robust
manner labels to the analyzed Lampung characters. For each
character three labels are assigned based on the clustering
described above. A simple voting [7] will assign the final
label of each character.

Assuming that the labels are given as a d-dimensional



binary vectors [li,1, . . . , li,d]T ∈ {0, 1}d, i = 1, . . . C, where
li,j = 1 if classifier Ci labels a samples p in class ωj and 0
otherwise.

The unanimity vote will result in an ensemble decision for
the class ωk if

C∑
i=1

li,k = C. (1)

This voting mechanism will decide for a label for each
character. In order to assure an accurate labeling, only those
labels will be accepted as being valid where there was an
unanimity decision with respect to that label. Finally, we
end up with some labeled and unlabeled data alike.

The distinction between the already existing voting schemes
and the current solution lies in the fact that our voting scheme
serves only to label the training data and a classifier is built
on top of this label information.

6. FEATURE EXTRACTION
Feature extraction in separated handwritten character

recognition is one of the most important steps [9]. The fea-
tures, whatever their nature, should be easily computable and
should be discriminating ones to help the different classifiers
to decide for each character which label to assign with.

Before extracting features, we first skeletonized each nor-
malized image. For some features, these skeletonized images
were sufficient, whereas for some others the skeleton images
were split into smaller grid areas with size 4x4 pixel each.
For the 20x20 images, this grid division provided 25 identical
grid areas.

Each of Lampung character contains at least a curve. See
Fig. 2 for the details. This structure could be a conceivable
choice for feature representation of the Lampung characters.
These features combined with any other features (e.g. profiles,
density), could serve with success for the recognition of
different Lampung characters.

First, we constructed a simple feature vector containing
branch points [6], end points [6] and the pixel density [24].
The number of branch points, end points, and the pixel
density were counted on each of grid area of an image. The
number of those features are normalized by the total number
of pixels of the grid. Thus, there were 25 measures for each
image, forming a concatenated vector of 75 components.

Figure 6: Top reservoir

Inspired by the success of the so-called water reservoir
principle in handwriting, we propose to use the measures
derived from this concept to serve as features for the recogni-
tion. In this approach, first, the algorithm tracks the skeleton
character image pixel by pixel and records the first end point.
During this inspection, it searches for the cavity. If there
are pixel transitions from downward to upward or vice versa,

Figure 7: Bottom reservoir

Figure 8: Top and bottom reservoir

the algorithm finds the cavity and records the closest end
point which forms the cavity. Then, the algorithm will seek
the next cavity with the new searching by repeating the
procedure in the same manner. For each cavity, the water is
poured into the cavities until the water level reaches the low-
est end point. The regions filled by the water were identified
as water reservoirs (see Fig. 6, 7, 8).

For each water reservoir we measure the height of the
reservoir while computing its volume. The width of each
reservoir is also calculated. Instead of direct calculation of
width, we approximate the width of the reservoir by dividing
the volume over the height. Finally, the gravity centers of
the reservoirs were also identified and included as part of the
features.

From the nature of the script, we note that there are two
types of reservoirs, top reservoir and bottom reservoir. The
first type, the top reservoir is the reservoir where its two end
points situated on the top side so the water can be directly
poured from the top (see Fig. 6). The second one has its
end points at the bottom side (see Fig. 7). To distinguish
them in the feature vector, we define top (1) and bottom
(−1) reservoirs.

To represent our water reservoirs, we arranged the features
in such a way that each single reservoir vector consists of 6
values. First value indicates the type of the reservoir. The
second and third components were the x and y coordinate
of reservoir gravity center normalized with respect to the
character height and width. On the fourth position, we
considered the size (volume) of the reservoir. And the last
two values refer to the height and width.

Ideally, the Lampung characters should have at least one
reservoir disregard of its type. After further inspection, we
found that a letter could have a maximum of 2 top and 3
bottom reservoirs. Based on this, we structured the feature
vectors as 5 consecutive single reservoir vectors (6 elements).
This means a feature vector for each character image has 30
dimensions.

However, due to variation in the writing style, effect of
normalization process and/or the noise, some letters in our
dataset might have more than the maximum number of
reservoirs. We only focussed on the big volume size reservoirs,
because they certainly belong to the script, whereas the small



ones could accidentally be generated by the aforementioned
factors. Thus, in that case, we considered only the 2 top
reservoirs and 3 bottom reservoirs and discarded the excess
reservoirs after sorting their volume in descending order. On
the other hand, if the respective character has less than the
maximun number of reservoir or no reservoir at all, there is
no feature representations for those, meaning that respective
vector elements will be zero.

Finally, the previously mentioned feature representations
were concatenated to form a 105 dimensional vector compris-
ing of statistical features (density) and structural features
(end points, branch points and water reservoirs). In our recog-
nition experiments we have considered these three feature
representations.

7. CHARACTER RECOGNITION
In our previous work [23], we classified the sample letters

based on the K-nearest neighbor (kNN) algorithm. While
in that scenario the labels were predicted by the method, in
this case all the labels are available, partially based on the
method mentioned before and correcting only the erroneously
assigned labels.

For the current study, we applied a Neural Network (NN)
approach [8, 22] to train the different feature representations.
The NN used in this recognition scheme is a multi-layer
perceptron. The architecture of the network consist of 3
layers, input layer, hidden layer and output layer.

In our case, the size of the input layer was equal to the
dimension of the feature vectors, namely 75, 30 and 105.
The output layer size was set to 11 due to the fact that
there are 11 character classes in this Lampung dataset. We
chose 11 classes instead of 20 classes since some image classes
are looked very similar each other and they vary only on
a very small segment out of a single image size which are
400 pixels. For the size of the hidden layer we experimented
several setups. An example of our network configuration
105 − 105 − 11, meaning that 105 neurons for input layer,
105 neurons for hidden layer and 11 neuron of output layer.
This specific setup was derived from different trial runs.

The training algorithm chosen for our experiments was the
resilient backpropagation. This algorithm allows the training
to be executed without easily getting stuck on the local
minima but instead using global optimization information to
decide for optimal solution. For activation function the well
known sigmoid function was applied.

8. EXPERIMENTS
In the forthcoming section we describe the dataset, the

different extracted features and the methodology applied to
provide the different results reported in this paper.

8.1 Data Description
The dataset is split into a training set consisting of 21, 122

(60%) training samples, 10, 547 (30%) test samples, and the
remaining 3, 524 (10%) samples were considered for valida-
tion purposes. The labeling of this character dataset was
performed using the labeling presented in our previous work
[23]. Instead of labeling manually those 35, 193 character
images, we preferred to run the semi-automatic labeling al-
gorithm first and based on visual inspection correct only
those labels where a significant deviation in shape could be
observed. With this approach we had to re-label only about

20% of the data.
In our previous work [23] by analyzing the confusions

among the different Lampung character classes we realized
that some of them are almost similar and just some minor
strain distinction on the shape does the difference. In that
sense we merged some character classes and we propose to
separate those merged classes in our further work. The char-
acters ka( ), ga( ) and sa( ) were merged into class ka∗.
The characters nga( ), a( ) and la( ) were merged into
class nga∗. The characters pa( ), ba( ) and ma( ) were
merged into class pa∗. The characters na( ) and ja( ) were
merged into class na∗. The characters ca( ) and ha( ) were
merged into class ca∗. Similarly, the characters nengen( )
and noise( ) were merged into class ne.∗.

Table 2: The Lampung dataset distribution

Class Distr. % Distr. # Training # Val. # Testing
ka∗ 8077 22.95% 4847 808 2422

nga∗ 5352 15.21% 3212 536 1604
pa∗ 8629 24.52% 5178 863 2588
ta 3092 8.79% 1856 310 926
da 2157 6.13% 1295 216 646
na∗ 1756 4.99% 1054 176 526
ca∗ 1394 3.96% 837 140 417
nya 773 2.2% 464 78 231
ya 660 1.88% 396 66 198
wa 254 0.72% 153 26 75
ne.∗ 3049 8.66% 1830 305 914

Total 35193 100% 21122 3524 10547

The number of labeled data in our dataset is 35, 193. Since
the document collection was generated by many participants
writing text from Indonesian fairy-tales, the number of char-
acter samples of each class was not equally distributed. The
character class distribution of the Lampung dataset is given
in the Table 2. It can be observed from this table that based
on the number of character, the biggest class is class pa∗ with
the size of 8, 629 elements, and the smallest class is class wa
with the size of only 254 elements.

8.2 Results
For the experiments we trained and tested the Lampung

data using our neural network. To provide robust results,
we run the training three times with small changes in the
network configuration, by modifying the training parameter
and adapting the size of the hidden layer. For learning rate,
we set the value in range 0.05 - 0.3. For the hidden layer
size, we set different values between the input and output
layer size. Although three experiments generate different
level of accuracies, but their differences are relatively small.
Therefore, we report the best results among those.

The first experiment involved the feature vector collected
from branch points, end points, and pixel densities extracted
from the grid of each CC. The recognition accuracy is 93.20%.
See Table 3 for details.

The second experiment utilized the features from the water
reservoir concept. As stated in Section 6, the dimension of
this feature vector was only 30. Although the dimensionality
is 2.5x smaller than the previous one, the performed accuracy
is 91.32%. The high recognition scores achieved by the
water reservoir based features proved the efficiency of the



Table 3: Summary of experiment result for training character recognition. 1Branch point, end points, pixel
density. 2Water reservoir. 31 & 2

Features #Training samp. #Labels #Test samp. Class. Rec (%)

BED1 21,122 21,122 10,547 MLP 93.20
WR2 21,122 21,122 10,547 MLP 91.32

BED-WR3 21,122 21,122 10,547 MLP 94.27

Table 4: Confusion results for branch points, end points, pixel density and water reservoirs
ka∗ nga∗ pa∗ ta da na∗ ca∗ nya ya wa ne.∗

ka∗ 2358 11 1 0 18 17 6 1 2 0 8
nga∗ 5 1528 5 13 2 16 1 9 0 4 21
pa∗ 0 3 2559 3 0 0 4 3 3 2 11
ta 1 26 4 854 6 0 0 1 1 2 31
da 20 4 0 7 598 2 0 1 1 1 12
na∗ 18 15 0 0 0 484 0 4 0 1 4
ca∗ 6 0 4 1 0 1 397 0 3 1 4
nya 0 12 2 0 0 6 0 198 6 0 7
ya 2 0 6 2 1 0 1 2 182 0 2
wa 5 8 0 1 5 0 1 1 0 47 7
ne.∗ 25 39 19 37 18 12 5 12 3 6 738

Figure 9: Misclassified samples

method and reduced considerably the dimensionality of the
classification.

Finally, for the last experiment, we merged both features
of the previous experiments into one bigger feature vector
with 105 components. The result was the best among of the
other two representations. The recognition rate was 94.27%.
A detailed confusion matrix can be analyzed in Table 4. In
Fig. 9 some common confusions between class samples can
be observed. These confusions come from the fact that the
different writers wrote the characters differently, and the
different water reservoirs are located in different parts of the
characters. As might be observed in Table 4 the class ne.∗

is confused with the other classes. This is due to the fact
that the ne.∗ class gathers all the punctuation marks not
discarded during the filtering and all other character artifacts
coming from touching characters or characters connected to
the different diacritics or punctuation not considered initially
in this research.

9. CONCLUSION
In this paper a brand new database of handwritten sep-

arated Lampung characters has been provided in order to
create a possible, more sophisticated benchmark data for
the research community and focus the attention toward this
special Indic script called ”kaganga”, originated from Ban-
dar Lampung, Indonesia. Such a collection initiative could
not just serve the scientific challenge, but also could be a
possibility to avoid the extinction of this ancient script.

Beyond the data collection issues, the paper is also con-
cerned about the labeling of such a large character dataset,
involving the less possible human effort. The labeling was
character-wise instead of line-wise due to the nature of the
Lampung which is not a cursive script, hence each character
is separated from other characters. In this work instead
of labeling manually the characters, we applied our semi-
automatic labeling strategy, hence only 20% of the data had
to be relabeled by correcting the labels initially assigned by
the method.

While other similar works just concentrate on the data
collection initiatives, we proposed a new feature set, namely
the water reservoir based measures to recognize Lampung
characters. In our best knowledge, there is only one such
work available for Malayalam handwritten digits [17], and our
results achieved on Lampung characters are very promising.
Instead of building a decision tree type classifier, we wanted
to avoid the implication of human knowledge in the system,
so we learned those separation rules by a neural network,
creating a more general character recognition framework.

Combining the different structural features like end points,
branch points and water reservoir based characteristics with
a statistical feature, we achieved a recognition rate of 94.27%



(see Table 3), which is directly comparable with state-of-the-
art methods [8, 9, 17, 25].

We are planning to make the dataset publicly available,
preferable from the TC-11 website. This offline character
dataset will definitely initiate new research initiatives to
test existing methods and propose even more complex and
suitable character recognition methods in the future.
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