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Faculty of Technology
Bielefeld University, Germany

{gernot,tploetz}@techfak.uni-bielefeld.de

Abstract

Presently, speaker adaptive systems are the state-of-the-
art in automatic speech recognition. A general baseline
model is adapted to the current speaker during recogni-
tion in order to improve the quality of the results ob-
tained. However, the adaptation procedure needs to be
able to distinguish between data from different speak-
ers. Therefore, in a general speaker adaptive recognizer
speaker recognition has to be performed implicitly. The
resulting information about the identity of the person
speaking can be of great importance in many applications
of speech recognition, e.g. in man-machine communica-
tion.

Therefore, we propose an integrated framework for
speech and speaker recognition. Our system is able to
detect new speakers and to identify already known ones.
For a new speaker both an identification and an adapted
recognition model are learned from limited data. The lat-
ter is then used for the recognition of utterances attributed
to this speaker. We will present evaluation results with re-
spect to speaker identification performance on two non-
trivial speech recognition tasks that demonstrate the ef-
fectiveness of our integrated approach.

1. Introduction

For the purpose of speaker recognition, in principle, the
speech content, i.e. the words and phrases actually spo-
ken, conveys no relevant information1. The distinction
between speakers is achieved by exploiting the different
characteristics of speaker specific realizations of speech
sounds. However, taking into account the speech content
can substantially improve the quality of speaker recogni-
tion, as then much more detailed speaker specific models
can be built. So-called text dependent speaker recogni-
tion can trivially be achieved if the prompting text to be
uttered by a person is known beforehand as is the case
in some speaker verification applications. Otherwise the
speaker independent recognition of unconstrained speech

1Here we adopt a purely signal processing point of view ignoring
the potential contribution of ideosyncrasies at the language level that
can become relevant if larger speech corpora are analyzed.

would be necessary – a task which even with today’s tech-
nology can’t be solved in general. Therefore, most cur-
rent speaker recognition systems operate in so-called text
independent mode, i.e. they do not make use of any infor-
mation about the speech content and are, consequently,
very flexible with respect to their application.

For the purpose of speech recognition, i.e. the task of
recovering a textual transcription of the speech content,
in principle, the identity of the speaker is irrelevant. The
spoken words are basically recognized from the speaker
independent characteristics of speech sounds. Today, the
majority of speech recognizers are so-called speaker in-
dependent systems, which means that they work rather
well for a wide variety of speakers by modeling the ex-
pected variability in the realization of speech sounds. As
this variability is large across different speakers and rel-
atively small for a specific person, taking into account
the identity of the speaker can substantially improve the
recognition quality. However, in order to train such so-
called speaker dependent models a large amount – i.e.
several hours – of speech data needs to be available for
the person in question, which is prohibitive for the ma-
jority of applications.

In order to be able to benefit from speaker specific
modeling in applications as e.g. telephony-based ser-
vices, speaker adaptation techniques were developed.
Starting from a speaker independent system the model
parameters are modified appropriately in order to better
reflect the characteristics of a special speaker. Because
a speaker independent system is used as a baseline the
required amount of speaker specific speech data can be
reduced substantially. By defining “clusters” of related
model parameters that are to be modified similarly only a
few seconds of speech can be sufficient for estimating a
speaker specific model.

In contrast to telephony-based services, where a sin-
gle speaker can be assumed per call, in more general ap-
plications as e.g. broadcast-news transcription or man-
machine communication the identities of speakers can not
be obtained that easily. Consequently, it is not clear on
what data to adapt a specific model and on what speech
to use it for recognition later. Therefore, general speaker



adaptive systems also need to provide methods for de-
tecting changes of speakers, which can be considered as
a special case of un-supervised speaker identification.

If, however, adaptive speech recognition requires
speaker identification to be performed implicitly, it will
be beneficial to solve both tasks in an integrated frame-
work where they can optimally complement each other.
Such an integrated speech and speaker recognition sys-
tem is then not only able to exploit speaker specific mod-
eling in an optimal way for enhancing recognition perfor-
mance, but it is also able to identify the person speaking.

This capability is extremely useful in the communi-
cation of several people with intelligent devices as e.g.
a robotic assistant. In such a scenario it needs to be
clear, which person requested some information, initi-
ated some action, or is entitled to teach the robot some
new behavior. Consider for example a robotic assistant
in a hospital. It should probably provide general infor-
mation about the location of facilities to everybody, but
accept directions only from staff. Especially, only doc-
tors should be allowed to order medications. Clearly, a
robotic companion like this will always be equipped also
with additional sensors that make person identification
possible, e.g. based on visual data. Nevertheless, speech
based identification can complement such identification
processes or even substitute them in case of e.g. occlu-
sions.

In this paper we will present an integrated speech
and speaker recognition system intended for the use in
a human-robot interaction scenario. In the following sec-
tion we will briefly review some relevant related work.
Then we will in detail describe the proposed integrated
recognition framework. Evaluation results will be pre-
sented in section 4. A discussion of the capabilities and
limitations of the proposed approach and a short sum-
mary conclude the paper.

2. Related Work

The general problem of speaker recognition can be fur-
ther subdivided into the tasks of identification and ver-
ification. In speaker identification it has to be decided
for a given speech sample which one of several known
speakers produced it. In contrast, speaker verification
only decides whether the speech sample originates from
one designated speaker or not. Both tasks become much
easier if the textual content of the speech sample investi-
gated is known beforehand. However, due to their greater
flexibility the majority of speaker recognition systems to-
day operates in so-called text independent mode. This
means that no side information about the spoken words
or phrases is used during the decision process.

For modeling individual speakers’ speech charac-
teristics mainly so-called generalized mixture models
(GMMs) are used [1]. These models operate on a suitable
representation of speech as a sequence of feature vectors

X = x1,x2, . . .xT . The basis of a GMM Γi is formed
by a Gaussian mixture model that describes a probabil-
ity density in the space of feature vectors. The GMM
Γi then defines a simple approximation for the cumula-
tive density of utterance X originating from speaker i by
computing the product of the baseline mixture model for
all feature vectors xt

p(X|Γi) =
T

∏
t=1

Ki

∑
k=1

cikN (xt |µik,Cik)

where the cik are the weights of the individual Gaussians
with mean vectors µik and covariance matrices Cik.

Given a set of GMMs for each known speaker the
task of speaker recognition can then be solved by decid-
ing for speaker j whose associated model Γ j maximizes
the above probability density:

j = argmax
i

p(X|Γi)

In order to be able to handle rejections an additional back-
ground model Γ0 is used. This model can be very com-
plicated in verification applications. A rather simple so-
lution, which is often applied for speaker identification
tasks, is to use a general GMM trained on data of a large
number of speakers as the background model. Good re-
views of current speaker recognition technology can be
found in [2] or [3].

A classical theoretical framework for describing the
basic modeling aspects of statistical speech recognition is
the so-called channel model proposed by Jelinek and col-
leagues [4]. First, a speaker mentally formulates a word
sequence w to be uttered with some probability P(w).
Then the word sequence is articulated, transmitted over
a communication channel, and on the listeners side con-
verted to some feature representation X. This process
can be described by a probability density p(X|w). Now
the goal of the speech recognizer is to recover the origi-
nal message w from the sequence of feature vectors X.
In a statistical sense the optimal solution to this problem
is to compute the word sequence ŵ that maximizes the
posterior probability P(w|X), which can be rewritten in
terms of P(w) and p(X|w):

ŵ = argmax
w

P(w|X) = argmax
w

P(w) p(X|w)

p(X)

By exploiting the fact that the probability of feature vec-
tor sequences per se p(X) is a constant with respect to
the maximization operation the above equation can be
further simplified:

ŵ = argmax
w

P(w) p(X|w)

From this formulation of the speech recognition task
we can see that two modeling components are used. First,



there is a model describing the acoustic realization of a
given word or word sequence p(X|w) which is usually
realized by a Hidden Markov Model (HMM). An HMM
is – roughly speaking – an extension of a GMM adding a
memory component to the model which is realized by a
set of discrete internal states. A GMM can be viewed as a
simple HMM with only a single state. The second mod-
eling component P(w) is called the language model and
is used to restrict the search for possible word hypoth-
esis sequences to plausible solutions with respect to the
application in question. Statistical language models are
usually realized by so-called n-gram models. An excel-
lent treatment of statistical speech recognition techniques
can be found in [5]. A short introduction to the field with
the focus on decoding an existing model is given in [6].

Most current speech recognition systems are speaker
independent which means that the acoustic models used –
i.e. the HMMs – are trained on data from a large variety
of speakers. Therefore, those systems usually perform
reasonably well for a broad class of persons. A much
more detailed modeling and, consequently, an improved
recognition quality can be achieved by so-called speaker
dependent systems. As those systems require a substan-
tial amount of speech data from the person they are tai-
lored to their use is limited to only a few application areas
as e.g. personal dictation systems.

The gap in recognition accuracy achieved by speaker
independent or speaker dependent modeling is closed by
model adaptation techniques. Given a speaker indepen-
dent baseline system and data from a specific speaker the
parameters of the acoustic model can be re-estimated to
produce a recognition system specialized for the person
in question. If enough data is available – i.e. several
hours of speech – there is no principle difference between
adaptation and training of HMMs. However, in practical
applications adaptation data will always be limited and,
therefore, classical training algorithms for HMMs will
either fail completely or not produce sufficiently special-
ized parameter sets.

Therefore, the invention of maximum likelihood lin-
ear regression (MLLR) by Leggetter and Woodland [7]
can be considered a major breakthrough in the field.
The principle idea of the method is to define groups of
model parameters that are modified by a common rule
during the adaptation process. As a modification rule can
have substantially fewer degrees of freedom than the to-
tal number of parameters it affects, the amount of sam-
ples required for parameter estimation is also greatly re-
duced. In MLLR the parameter groups are called regres-
sion classes. The parameters associated with each class
are subject to a common affine transformation. For sim-
plicity MLLR only transforms the mean vectors µik of
the Gaussian mixtures within an HMM. The remaining
parameters which are considered to be of lesser impor-
tance for the overall modeling quality are left unchanged.

By condensing the re-estimation of model parameters
into a small set of parameter transformations MLLR is
able to produce adapted models on only a few seconds
of speech which are comparable in recognition accuracy
with purely speaker dependent models.

A problem which is mostly neglected in speaker
adaptation is how different speakers are identified. In
so-called batch adaptation a set of adaptation and test-
ing data is given per speaker. Even in most online sys-
tems that perform adaptation directly during recognition
speaker changes are usually available as an external side-
information. The first approach to speaker adaptation that
integrated the detection of speaker changes was proposed
by Zhang and colleagues [8]. For every known speaker
a GMM was used as a speaker model. However, the au-
thors had to admit that the speaker recognition did not
work reliably enough during online recognition. There-
fore, the first online adaptive speech recognizer with on-
line speaker change detection was proposed by ourselves
[9] and forms the baseline for the proposed integrated
framework.

In [10] also a speaker model was integrated into the
recognizer, however, with the goal to improve the recog-
nition quality for extremely short phrases by jointly eval-
uating both models. The aim of identifying speakers with
speech recognition technology was pursued in [11]. The
authors used a hybrid system combining HMMs and ar-
tificial neuronal networks. Due to peculiarities of the
hybrid system they were only able to estimate verifica-
tion models that could decide whether an utterance was
from a given speaker or not. Additionally, for the train-
ing of these models large amounts of speaker specific data
needed to be available as a complete hybrid recognition
model was estimated.

3. Integrated Speech and Speaker
Recognition

The most straight-forward way of exploiting speech
recognition technology for speaker recognition would be
to use speaker dependent acoustic models for each known
speaker. Unfortunately, this approach is totally impracti-
cal as too much training data is required per speaker and
as too much computational load is generated by evalu-
ating all available acoustic models. Therefore, our ap-
proach aims at low computational complexity and at re-
quiring as little speaker specific data as possible.

We use a speaker independent acoustic model as a
baseline2. This model is adapted to new speakers us-

2Additionally, we make use of a statistical language model if such a
model is available for the recognition task in question. This modeling
component is, however, not adapted to a specific speaker but remains
constant throughout all processing phases. Therefore, for reasons of
simplicity, we will not mention the optional use of a statistical language
model in the description of the integrated speech and speaker recogni-
tion algorithm.



ing MLLR. Furthermore, for every speaker detected a
speaker model realized as a GMM is estimated which will
be used for the identification. The rejection of speakers
as new or unknown ones is robustly achieved by compar-
ing the scores of the speaker independent acoustic model
with the one delivered by the best matching adapted sys-
tem. In the following this algorithm will be described in
more detail.

0. Initialization: The only thing which needs to be
available beforehand is a speaker independent acoustic
model λ0. If some speakers should be known to the
system a priori then for each of these an identification
model – a GMM Γi – and an adapted acoustic model λi

need to be available too.

For every new utterance X = x1,x2, . . .xT the fol-
lowing processing steps are executed:

1. Identification I: First, an initial segment Y =
x1, . . .xn of the complete utterance X is selected. If there
are already some speakers known to the system the best
matching speaker k is identified among these based on Y

using the existing speaker models Γi. Note that in this
phase of processing no rejections are allowed. The detec-
tion of new speakers will be handled separately and will
be described below. The length of the utterance prefix Y

needs to be long enough to allow a robust identification
procedure and at the same time as short as possible in
order not to introduce too much processing delay. Cur-
rently, we use a prefix length between 2 and 3 seconds of
speech.

2. Recognition I: In the second processing step recog-
nition results – i.e. the optimal word hypothesis chains –
are computed on the utterance prefix Y . The decoding of
the speaker independent acoustic baseline model λ0 de-
livers an associated score y0 for the recognition result on
Y . If some speaker k was selected in the previous pro-
cessing step the associated speaker adapted model λk is
also decoded yielding a recognition score yk.

3. Identification II: If the recognition score yk achieved
with the speaker adapted acoustic model is better than the
score y0 delivered by the baseline model the current utter-
ance is attributed to the known speaker k. Otherwise the
utterance is assumed to be produced by some unknown
new speaker m. Note that this is also the case if no speak-
ers are known to the system and, therefore, no identifica-
tion models or adapted acoustic models exist.

4. Learning & Adaptation: This processing step is
only necessary, if in the previous phase it was decided,
that an utterance originating from a yet unknown speaker
m was detected. In this case a new identification model –
i.e. a new GMM Γm – and a new speaker adapted acoustic
model – an HMM λm – are created. These models then

need to be estimated on appropriate data starting with the
current utterance X. In order to achieve a reasonable
compromise between fast availability of these models –
the new speaker can only be detected implicitly via the
rejection criterion until a dedicated identification model
is available – and robust estimation currently 60 seconds
of speech are required for training both the identification
and the adapted acoustic model. As this amount of data
will in general span several shorter utterances the estima-
tion of speaker specific models is carried out in parallel
to the general course of the main algorithm. For the es-
timation of the speaker identification GMM Γm we apply
the k-means algorithm [12] directly to the sequence of
feature vectors. The number of clusters to be estimated
typically ranges between 8 and 32 and needs to be de-
termined empirically. The adapted acoustic model λm is
created from the baseline model λ0 by first estimating the
transformation parameters on the feature data via MLLR
[7] and then applying the resulting model transformation
to λ0.

5. Recognition II: Up to this point recognition results
are only available for the initial utterance prefix Y . The
task of this final processing step is now to deliver a recog-
nition result for the complete utterance using the best
available acoustic model. There are two major config-
urations that have to be considered: First, the current
utterance was possibly rejected in the second identifica-
tion step and is, therefore, attributed to a new speaker
m. As training a speaker adapted model requires more
data than the utterance prefix the availability of a speaker
adapted model may be delayed at least until the second
utterance of the new speaker. In general, however, an
adapted acoustic model will be available only after some
few utterances that are used for model estimation. Until
then the best available model for recognition is the base-
line speaker independent model λ0. In the second case
the current utterance prefix was successfully identified to
be produced by a known speaker k. As for this speaker
an adapted acoustic model λk already exists it can imme-
diately be used to produce the best possible recognition
results. Note that for both models – the baseline one and
the one adapted to speaker k – recognition hypotheses are
available for the first part of the utterance. These results
can now simply be extended to cover the complete utter-
ance X thus saving a repeated processing of the initial
part.

4. Results

We experimentally evaluated our integrated speaker iden-
tification approach using two different corpora. They
cover two different acoustic environments that are typi-
cal for speaker and speech recognition tasks: quiet office
environment and noisy surroundings in a car. For both
scenarios we performed two types of evaluation: In the



first type of experiments the speaker identification mod-
els Γi as well as the speaker adapted acoustic models λi

were estimated beforehand on rather large sets of speaker
specific enrollment data. In contrast, these speaker spe-
cific models were automatically learned online using sig-
nificantly smaller amounts of adaptation data in the sec-
ond type of experiments. In all recognition and identifi-
cation experiments speech samples were represented as
sequences of 39-dimensional feature vectors consisting
of one energy coefficient and 12 cepstral coefficients to-
gether with their first and second smoothed derivative. In
order to remove effects of different recording channels
and environments we apply cepstral mean subtraction.

The graphs in figure 1 show the results of the eval-
uation for both types of experiments. The x-axis rep-
resents the sequence of utterances forming the test-set.
The IDs of the test speakers are plotted along the y-axis.
Therefore, a consecutive part of the test data uttered by
the same speaker is shown as a grey horizontal bar. The
speaker IDs detected automatically are inserted into the
graphs as small filled triangles at the appropriate posi-
tion. If more than one speaker model was created in the
online learning mode detections based on such additional
models are shown with a small vertical offset. Rejected
utterances are marked similarly in the lowest row of the
graph which is labeled “rejection”.

Initially, we tested our approach on the Wall-Street-
Journal task (WSJ0) [13]. A 5k closed vocabulary
speaker independent recognition system was trained on
about 15 hours of speech (the phonotypical transcription
of the vocabulary was supplied by “Carnegie Mellon Pro-
nouncing Dictionary” Version 0.6) and tested on 330 ut-
terances with approximately 40 minutes of speech. The
predefined speaker adapted acoustic models were created
by carrying out an MLLR adaptation of the speaker inde-
pendent model on the official adaptation sets. The same
data was used for establishing the GMMs (22 clusters)
required for speaker identification via the k-means algo-
rithm.

Figures 1(a) and 1(b) illustrate the performance of the
speaker identification for the WSJ0 task. In the upper
graph 1(a) the identification results are shown for the first
type of experiment. Using sufficient amounts of adap-
tation data specialized HMMs as well as GMMs were
created for every speaker before performing the evalua-
tion. In this setup an excellent speaker recognition perfor-
mance could be achieved. For 330 utterances of 8 speak-
ers the classification error is below 5% and less than 9%
of all utterances are falsely rejected. Even for the more
difficult task of learning the speaker dependent models
online, illustrated in the lower graph 1(b), the classifica-
tion error remains at the same low level of approximately
5%, though only rather small amounts of adaptation data
– about 60 seconds per speaker – were available for es-
tablishing the speaker specific models. Compared to the

WSJ0 SLACC
predefined learned predefined learned

CE [%] 4.54 5.15 0.1 1.72
RR [%] 8.5 34.0 8.0 34.0

Table 1: Speaker identification results using predefined
or automatically learned models

first experiment where speaker dependent models were
created offline on significantly larger adaptation sets, the
rejection rate is increased to approximately 34%. Due
to changes in the acoustic environment, for the speakers
441, 446 and 447 more than one adapted model was cre-
ated each, covering these specialties.

The second set of experiments was performed regard-
ing the task of speaker and speech recognition in cars.
The SLACC (Spoken LAnguage Car Control) corpus con-
sists of read speech containing instructions (more than 9
hours for training and about 100 minutes for testing) for
the control of non safety-relevant functions in car envi-
ronments, e.g. mobile phone or air-condition. They were
recorded in various cars and in different environments
e.g. highway or city traffic uttered by several speakers
(lexicon size: 658 different words) [14]. For the first type
of experiment we used on average 270 utterances to cre-
ate speaker adapted acoustic models by MLLR adapta-
tion for each of the three test speakers. The same data
was used for estimating GMMs (16 clusters) for speaker
identification. The evaluation itself was performed on a
set of more than 800 utterances overall. In figure 1(c) the
excellent performance of the proposed approach is illus-
trated for noisy environments with frequently changing
acoustic characteristics (city traffic, highway, rain etc.).
There is hardly any classification error (only 0.1%) and
also the rejection rate is very small (approximately 8%).

In the second type of SLACC related experiments the
speaker specific models were established online. The per-
formance of the proposed integrated approach is illus-
trated in figure 1(d). Similar to the experiments on the
WSJ0 task the classification error remains very low at
approximately 1.7%. The rejection rate, however, is in-
creased to 34%. For the different acoustic scenarios mul-
tiple specialized models were created for all three speak-
ers (especially for speaker 014).

In table 1 the speaker identification results are sum-
marized for both corpora. The classification error (CE)
as well as the rejection rate (RR) are given in percent.
For each corpus in the left column the results using pre-
defined speaker specific models are shown. In the right
column the corresponding figures are given for the online
learning scenario.

Though in this paper the focus is clearly on identi-
fication performance the proposed integrated framework
would be questionable if no improvements in speech
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Figure 1: Performance of the integrated speaker identification approach for the WSJ0 and the SLACC corpus



WSJ0 SLACC
predefined learned predefined learned

∆WER [%] 13.8 6.2 21.9 20.6

Table 2: Improvements in speech recognition achieved
by speaker adaptation with respect to the speaker inde-
pendent baseline

recognition quality could be achieved. Therefore, we
also measured the relative reduction in word error rate
(∆WER) resulting from speaker adaptive recognition
with respect to the speaker independent baseline system
without any adaptation procedure. As expected, the WER
could be reduced significantly in all experimental config-
urations (cf. table 2). The best results were obtained with
the predefined speaker specific models which is reason-
able, as these models were trained on larger amounts of
adaptation data. Additionally, in this type of experiment
substantially fewer rejections occurred which means that
fewer utterances were decoded using the speaker inde-
pendent acoustic model.

5. Discussion

The evaluation results presented in the previous section
demonstrate that speaker identification and speech recog-
nition methods can be combined successfully. But espe-
cially in biometric applications, where the prime concern
is to achieve the highest possible classification accuracy
while at the same time rejecting a minimum number of
persons, speaker recognition models learned online on
severely limited data should surely be replaced by well
trained models. Also speaker recognition applications
that need to be truly text independent can not make use
of our integrated approach as today’s speech recognition
systems are always limited to some domain and will per-
form satisfactorily on out-of-domain data.

The proposed technique is, however, intended to be
used in application areas, where speech recognition is
required anyway as is the case for the majority of man-
machine interaction scenarios. As state-of-the-art speech
recognition systems will be speaker adaptive the possibil-
ity to automatically distinguish between different speak-
ers’ speech will already substantially improve the flexi-
bility of the recognizer itself. Additionally, high identifi-
cation accuracies can be achieved even in noisy environ-
ments. Only when learning the models online a relatively
high rejection rate has to be accepted. This is, however,
not an issue in an interactive scenario as there the iden-
tification of a person does not need to be performed on
every single utterance that it produces but the individual
cues can be accumulated over a longer period of time. As
for detecting unknown speakers implicitly text dependent
speaker verification is carried out the rejection criterion is

extremely robust thus making the low identification error
rates possible.

Two practical aspect of the integrated speech and
speaker recognition method that should be stressed are
its rather low computational complexity and its capabil-
ity to run online i.e. processing input speech with only a
minor delay defined mostly by the length of the utterance
prefix used for speaker identification. The latter feature
makes it ideally suited for scenarios where an appropri-
ate low reaction time of the artificial system is expected
by a user interacting with it. Due to its moderate com-
putational requirements the method can even be applied
on mobile systems – as e.g. robotic companions – that
only have limited computational power available. In such
an interactive scenario one “peculiarity” of the approach
– i.e. the fact that often multiple models per speaker
are learned online – can be compensated by additional
knowledge sources about the identity of the current com-
munication partner. With such external feedback multi-
ple speaker specific models for a single speaker could be
merged appropriately.

6. Conclusion

In this paper we presented an approach for integrat-
ing speaker identification and learning with adaptive
speech recognition. Presently, adaptive systems are the
methodology of choice for speech recognition applica-
tions. Based on a speaker independent recognizer spe-
cialized models are created for different speakers using
moderate amounts of speaker specific adaptation data.
The adaptation procedure needs to distinguish between
data from different speakers in order to modify the base-
line system appropriately. Thus, the speaker recognition
has to be performed implictly. The performance of the
speaker identification process itself is improved, since
taking into account the speech content provided by the
speech recognizer, allows to build much more detailed
speaker specific models.

Based on the mutual impact of both the speaker iden-
tification as well as the speech recognition process, our
system combines both techniques. In a two stage identifi-
cation procedure GMMs are used for the preselection of
speaker specific models. Subsequently, the speech recog-
nition results of speaker adapted as well as speaker inde-
pendent acoustic systems are used for the final speaker
recognition. Our system is able to detect new speakers
and to identify already known ones. For new speakers
specific models are learned in an unsupervised mode.

Experimental evaluations on two non-trivial speech
recognition tasks showed that our integrated speaker
recognition method is able to achieve robust speaker
identification for both predefined speaker models and au-
tomatically learned ones.
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